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Abstract—Certifying the trustworthiness of Artificial Intelli-
gence (AI)-based systems based on dimensions including relia-
bility and transparency is crucial given their increased uptake.
Likewise, as regulatory requirements are established, actionable
guidelines for certification will be useful for developers and
certification bodies to ensure trustworthiness of AI. Here, we
present an ongoing effort to develop a validated AI certification
scheme which is a framework for assessing the trustworthiness of
AI systems including specific objectives with their corresponding
means of compliance (i.e. process, documentation or technical
methods). Importantly, the scheme makes an explicit link between
legal requirements and validated techniques for assessing the
compliance of AI systems, resulting in the implementation of a
workflow to support AI certification. We explain the rationale
for developing the certification scheme and demonstrate the
assessment of an example use case with a concrete workflow
traversing from objectives to corresponding means, focused on
reliability and transparency.

Index Terms—Artificial Intelligence, Machine Learning, Cer-
tification, Reliability, Transparency

I. INTRODUCTION

Artificial intelligence (AI) and machine learning (ML) are
transforming numerous domains, including those with sig-
nificant implications for human safety, asset protection, and
environmental impact. Ensuring the safe and reliable use of
AI technology is therefore of utmost importance. Although
there is a large number of ethical guidelines for AI [1], their
translation into specific methods and practices remains poorly
defined. We address this gap by proposing a certification
scheme for AI systems. This scheme consists of two parts:

(i) a framework outlining existing regulatory requirements,
criteria, and measures needed to certify an AI/ML system;

(ii) guidance linking these requirements to a set of technical
and scientific methods for assessing certification-relevant
characteristics of AI/ML systems including, among oth-
ers, reliability and transparency.

Altogether, the certification scheme provides a comprehensive
workflow to identify and apply methods and processes for as-
sessing compliance with emerging AI regulations. This work is
based on existing efforts on the standardization and regulation
of AI systems, and on initial groundwork for AI certification
processes. Complementarily, it also draws on recent work in
the AI/ML research community on algorithmic methods for
determining and verifying relevant properties of ML models.

In the following sections, we provide an overview of ex-
isting norms, standards (Section II), and related work (Sec-
tion III). We then describe our approach for developing the cer-
tification scheme (Section IV), and give a brief summary of ex-
isting technical methods for assessing aspects of transparency
and reliability of AI systems (Section V), complemented by an
example of their implementation within a concrete assessment
workflow (Section VI).

II. OVERVIEW OF AI LEGISLATION AND STANDARDS

There is a global push for regulatory frameworks for AI.
The European Union (EU) has taken a leading role in this,
launching efforts for establishing a comprehensive regulatory
framework for AI systems in the EU (AI Act) [2]. In fact,
as of December 2023, the European Parliament and Council
agreed upon a first draft of a legislative proposal [3].

The proposed legislation classifies AI systems into four risk
categories based on their potential harm to individuals, society,
and the environment: unacceptable risk, high risk, limited
risk, and minimal risk. AI practices with unacceptable risk, in
particular biometric classification, emotion recognition in the
workplace, subliminal manipulation to circumvent free will,
and social scoring will be prohibited by the legislation, while
high-risk AI systems will be subject to additional obligations,
such as an assessment of the impact on fundamental rights,
especially with regard to the environment and marginalized
groups. Moreover, certain AI systems intended for use in high-
risk sectors, healthcare, transport, and energy among others,
must undergo a conformity assessment process and be certified
by a designated third-party assessment body before they can be
placed on the EU market. The certification process will assess
the AI system’s compliance with mandatory requirements
such as transparency, accuracy, and robustness, as well as
the potential risks associated with its use. For limited-risk
AI applications there will be an essential obligation to be
transparent about their purpose, function, and decision-making
processes. Similar regulatory frameworks are expected to be
introduced in other regions of the world. Indeed, in October
2023, the US followed suit by issuing an executive order on the
development of new standards for safe, secure, and trustworthy
AI [4].
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Standards support binding laws and regulations by docu-
menting the state of the art and best practices, and providing
a basis for demonstrating compliance and certification. Several
organizations and initiatives such as ISO/IEC, IEEE and NIST
are currently working on developing relevant AI standards.
The standards developed by ISO/IEC [5] cover a wide range of
AI aspects, including terminology, performance metrics, data
quality, ethics, and human-AI interaction. The IEEE P7000
series of standards [6] focuses on the ethical implications of AI
technologies, while the NIST framework [7] provides guidance
on managing risks, ensuring data quality, and promoting
transparency and accountability in AI systems.

III. RELATED WORK

Various national and international organizations are working
on initiatives to support the certification of AI systems.
DIN/DKE provide comprehensive recommendations for stan-
dardization across all AI topics to establish a common lan-
guage, principles for development, use, and certification [8]. In
this context, the Fraunhofer Institute has developed a guideline
for assessing the trustworthiness of AI [9] which proposes
to base such evaluations on six dimensions: fairness, auton-
omy & control, transparency, reliability, safety & security,
and privacy. The LNE’s AI certification programme provides
objective criteria for the selection of trustworthy AI systems
based on their evaluation according to compliance with a set of
criteria related to ethics, safety, transparency and privacy [10].
Similarly, the IEEE has established a certification programme
to assess the transparency, accountability, bias and privacy
of AI-related processes [11]. While these initiatives provide
detailed description of processes, they remain rather vague
when it comes to the evaluation of AI systems with concrete
technical methods.

EASA is the first European agency to publish guidance on
the safe use of ML [12]. Its purpose is to assist aviation
stakeholders in the development and implementation of ML
systems with low levels of automation and covers the entire
life cycle, including topics such as the development process,
data collection, model selection and testing, and the use of
ML operations (MLOps). As such, it serves as one of the
main precursors to the development of a comprehensive AI
certification scheme outlined in this contribution.

Companies such as IBM, Meta, Seldon, Microsoft, and
Google offer open source toolboxes for AI evaluation such
as [13]–[20]. These toolboxes aim to detect and mitigate bias,
explain model decisions, ensure the robustness, and assess the
uncertainty of AI systems.

IV. TOWARDS A CERTIFICATION SCHEME

Our goal is to design an actionable guide for regulators and
developers to be able to assess and certify the trustworthiness
of AI-based products and their associated processes, including
data, development, model, testing, and (continuous) operation.
This requires considering all stakeholders, including users,
developers, auditors, and authorities, as well as the entire life
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Fig. 1: Certification scheme for AI systems. It enables identi-
fication of application-specific requirements, respective means
of compliance and technical methods for conformity assess-
ment (see text).

cycle of the AI-system from its conception to its deployment,
and in principle even its decommissioning.

While numerous guidelines for the establishment of respon-
sible AI exist (see Section III), most lack detailed prescriptions
for actual measures to guarantee trustworthiness. The majority
of these guidelines base the definition of trustworthiness on
the same ethical principles which only differ in the impor-
tance with which they weight each dimension. Our research
provides clear guidance on means for assessing the following
trustworthiness dimensions:
• Reliability ensures that the AI system can operate effectively

under various conditions and resist (input) errors, bias or
malicious attacks.

• Transparency ensures that different stakeholders can under-
stand the decision-making process of an AI-system and thus
can judge the extent to which they can trust it.

• Safety is crucial for AI systems in critical applications like
healthcare or self driving vehicles to prevent any harm or
unintended consequences.

• Autonomy and control is related to the autonomy of the
AI system (“Human-in/on-the-Loop” vs “Complete Auton-
omy” [21]) as well as the level of support of human decision
making.

For brevity, in this paper we focus in the following on the
reliability and transparency dimensions.

The certification scheme is illustrated in Fig. 1. The scheme
identifies application-specific objectives for achieving con-
formity with the requirements of EU legislation. Then, the
associated means of compliance are identified starting from
the guidelines summarized in Section III and taking also
the state of the art into account. Currently, the certification
scheme comprises more than 230 objectives for certification
and about 250 means of compliance, based on the analysis of
38 documents on regulations and standards.

Corresponding processes, algorithms, and technical methods
(see next section) are identified in the next step, which were
tested and validated to assess the certification objectives. The
choice of appropriate methods can vary significantly based on
several factors, including the data type, model type, the phase
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of the life cycle, number of components in the AI system,
and the stakeholders involved. The certification scheme incor-
porates all of these factors and provides a clear guidance on
how to proceed.

To confirm the suitability of the technical and algorithmic
methods for not just an academic setting, but for certification
of real-world applications, we validate the methodology on use
cases featuring actual AI applications provided by industrial
partners1. This validation process ensures the certification
scheme is comprehensive, reliable, and effective.

Among the means of compliance for the existing regulatory
objectives, there are in particular:
• use of appropriate quantifiable metrics or qualitative criteria

refining the objective;
• documentation of system design, implementation, valida-

tion, deployment and monitoring;
• adherence to processes defined by best practices and guide-

lines;
• use of technical and algorithmic methods for verification

and testing of certain properties of the AI system.

V. TECHNICAL METHODS FOR AI CERTIFICATION

The term technical and algorithmic method refers to meth-
ods discussed by the AI scientific literature, open-source
code implementing these algorithms (e.g. code repositories
accompanying publications, or reference implementations by
third parties), or commercial and non-commercial software
solutions for verification and testing of AI systems. The AI
research community is actively engaged in proposing and
advancing such technical and algorithmic methods to assess
the behavior, robustness, interpretability, and overall trustwor-
thiness of AI systems.

In particular, research in methods to assess AI systems
along the transparency and reliability dimensions is rapidly
advancing. Methods for transparency generally assess the
behavior of the model with respect to the interpretability of its
input and output, as well as the human comprehensibility of
the model’s internal mechanisms leading to predictions [22].
Regarding reliability, areas of concern include model accuracy
and uncertainty, dataset coverage or bias, model generalization
properties, and robustness with respect to noise, labeling errors
or adversarial attacks [23].

Despite considerable efforts from the communities in these
fields, many problems still persist for the certification of
AI systems. Since most systems requiring certification are
deployed in real-world environments, the suitability of the
technical methods is barely known. Mostly due to the lack
of realistic benchmarks, new algorithms are often tested in an
academic setting against idealized datasets.

A. Methods for Transparency

ML techniques like Deep Learning (DL) scale well with the
amount of data which feed their learning process. This scala-
bility often comes at the cost of increased model complexity,

1to secure their anonymity upon request, the use case presented in this
paper is completely unrelated to these test cases.

which in turn makes the rationale behind the models’ predic-
tions opaque to users and experts alike. Yet, certification will
include objectives for model interpretability and explainability,
related to the capacity of providing explanations for different
stakeholders, e.g., users, affected citizens, domain experts, or
government regulators 2.

Moreover, different types of models and data modalities
potentially demand different methods or variations thereof.

Contrary to intrinsically interpretable models such as deci-
sion trees or linear regression, models (e.g. DL models) whose
internal behavior and predictions cannot be understood by
looking at their parameters, are considered black-box models in
this context. Consequently, they require a additional methods
to gain insight into their decision-making process.

These techniques for instance analyze the dependence of
the model’s output on the data feature statistics, visualize
model internals, or find surrogate models, interpretable models
which approximate the model’s behavior locally, on single
data samples, or globally, on data features in general and the
entirety of the data domain.

A comprehensive taxonomy of well-established explain-
ability methods provides organizing principles to identify
appropriate methods for a given problem. E.g., [22], [24]
propose such a taxonomy encompassing many well-established
methods in ML research. Both schemes are presented in
the form of decision trees and essentially only differ in the
sequence of their questions, thus we list them here in arbitrary
order:

(i) Data or model? Does the explanation pertain to the data
or the model? Data explanations can take form as samples
[25], features [26], or distributions.

(ii) Intrinsic or post-hoc? Intrinsically interpretable models
usually have no need for additional explanations, whereas
black-box models involve auxiliary methods employed
after training.

(iii) Local or global? Does the explanation need to describe
the behavior of the entire model (global) or an individual
prediction (local)? Can the explanations take into account
a certain class of model? E.g., methods which work
only for neural networks are model-specific, whereas
model-agnostic methods assume a black-box model and
analyze the relation between input and output without
access to the model’s internal structure.

(iv) Interpretation type? Some cases require a specific form
of explanation such as feature summary statistics [27],
saliency or attribution maps [28]–[30], visualizations of
features or model internals [31], exemplar explanations,
so-called prototypes [25], or explanations through surro-
gates [32].

These taxonomies facilitate the classification and search
for transparency methods that meet the requirements of the
certification scheme. Selected methods, in combination with
explainability metrics aid in the identification of explainability

2Note that in the literature some make a clear distinction between the terms
interpretable and explainable; here we use the terms interchangeably
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gaps for users and developers [33]; many are implemented
in open-source toolkits, e.g. [16]–[18]. The research field
of explainable AI is rapidly advancing [34], [35]. However,
research in corresponding metrics is still lacking.

B. Methods for Reliability

In the context of reliability, it is essential to encompass the
entire intended operational domain to ensure that an AI system
will behave reliably under all possible circumstances that it
may encounter. This scope can be effectively described by
the Operational Design Domain (ODD), a concept from the
automotive sector as defined by SAE International [36], which
we extend here to other AI applications. The ODD delineates
the specific conditions under which an AI system is designed
to operate safely, robustly and accurately, including inherent or
environmental disturbances such as electronic noise in camera
sensors, lens flare in image or video processing scenarios, and
environmental conditions such as illumination.

A fully covered ODD is prerequisite for the verification
of the AI system’s reliability. The examination of its ability
to perform accurately, robustly, and in difficult situations is,
however, heavily dependent on the derivation of meaningful
tests. For this purpose, the proposed scheme provides a set
of methods for assessing performance, robustness, and uncer-
tainty. In this context, reliability relates to the consistent and
accurate performance across various scenarios. Robustness
encapsulates the system’s ability to resist against perturbations,
be they intentional attacks [23], such as (synthetic) adversarial
examples, inherent variations in the input data , or environ-
mental perturbations [37]. Precise uncertainty quantification is
another critical aspect for assessing reliability of an AI system,
estimating the model’s limitation to encompass the deep,
intrinsic complexity and dynamics of real-world environments.

For assessing performance and robustness of AI systems,
confidence interval (CI) tests [38] can be conducted. They
evaluate the model based on test data featuring different types
of noise simulations over a range of amplitudes. Alternatively,
abstract interpretation as in [39], [40] also tests robustness
with the advantage that these methods need significantly less
computing time compared to the CI tests.

While there are numerous metrics for evaluating perfor-
mance or robustness (e.g. accuracy, recall, mAP), where the
choice depends strongly on the application, the metrics specif-
ically for uncertainty estimation are not as widely established.
In the context of the certification scheme, we will focus on
the following selected metrics:
• Calibration is measured by the so-called reliability diagram

[41], [42]. The diagram plots the accuracy as a function
of model confidence for different intervals. Here, accuracy
measures the mean of the correct predictions for several
interval thresholds, while confidence measures the mean of
the predicted probabilities for these thresholds. As a metric,
it assesses whether the AI system has the same confidence
level as the prediction accuracy.

• Expected Calibration Error (ECE) [43]. It derives the
average between the absolute difference of the accuracy

and confidence for an ML model for different thresholds
bins. An ECE score close to zero implies a correct model
calibration, while larger values indicate a discrepancy.

• (Multi-class) Brier score [44] is another metric for the
assessment of the model certainty which measures the
accuracy of probabilistic predictions of the AI system, with
a score of zero indicating optimal model calibration.

Alternatively, the intrinsic and extrinsic uncertainty of AI
systems can be assessed using Bayesian neural networks or
dropout at test-time [45] in combination with Monte-Carlo
sampling and uncertainty decomposition [46].

C. Putting Certification into Practice

The assessment of the means of compliance requires suitable
and efficient selection and implementation of the selected
methods as described in Section IV. In the context of ML,
the paradigm of MLOps aligns nicely with this approach and
provides effective tools towards an implementation of such
a scheme [47]. An MLOps pipeline encompassing both ML
methods and data enables complete experiment tracking, and
contributes to the reproducibility and auditability of the AI
product. Such a pipeline can be designed with various degrees
of automation. Regulatory requirements, in particular for high-
risk applications, have identified pipeline orchestration, model
tracking, including versioning, and data versioning as imper-
ative key components.

While certainly not the only choices, we are addressing
these requirements using the following tools:

• Orchestration of training and testing is carried out through
GitHub Actions and Airflow (https://airflow.apache.org/).

• MLflow provides an analytics framework, giving insights
into the (hyper)parameters of the model and the method at
hand (https://mlflow.org/).

• Oxen was chosen for data version control and dataset
management (https://www.oxen.ai/).

Note that there are complete, cloud-based services providing
a similar feature set as the aforementioned pipeline. However,
for many companies, privacy concerns prohibit the use of
external facilities due to the potential loss of data ownership.
The described pipeline on the other hand is containerized and
can easily run on any cluster or workstation, enabling an in-
house assessment.

VI. PRACTICAL EXAMPLE

We illustrate the workflow of the certification scheme on a
small subset of objectives with a practical example of a system
for classifying dermatoscopic images of skin lesions using a
convolutional neural network (CNN) model.

Regulatory requirements for systems performing medical di-
agnoses including an AI component will demand the definition
of an appropriate degree of transparency and reliability. As a
full assessment would be too extensive to be included here, we
report only a few exemplary requirements for each dimension,
see Table I.
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TABLE I: Three examples for transparency and reliability objectives specified in the certification scheme, each applied to the
skin lesion classification use case.

Objective Means of compliance Practical example

Tr
an

sp
ar

en
cy

(T1) Define stakeholders. Consider all relevant stakeholders. Document the choice. Physicians, developer.

(T2) Define necessary
transparency criteria.

Document the criteria to be used for evaluating the transparency:
- Scope, design, and degree of transparency of the procedures.
- Depth and breadth of introspection considering the model outputs.

Explanations:
- Local (physician, developer)
- Global (developer)

(T3) Define suitable
transparency methods. Define suitable set of transparency methods. Justify selection. SHAP, CAM

. . .

R
el

ia
bi

lit
y

(R1) Define performance
and loss metrics. Define suitable set of performance and loss metrics. Justify selection. Accuracy, Cross-Entropy Loss

(R2) Perform and document
verification of the trained
model within the ODD.

Execute tests on ideal data.
Execute tests including test cases covering:
- Perturbations due to fluctuations in the input (e.g. noise on sensors).
- Edge cases that can arise on the data within the ODD (e.g. light).
- Combined effects.

Perturbations:
- Gaussian noise
- Brightness
- Brightness + Gaussian noise

(R3) Define metrics for
uncertainty evaluation. Define suitable set of metrics. Justify selection. ECE, Brier score

. . .

For any use case, the data modality, model type, and its
task dictate to a large extent the appropriate means of com-
pliance for its objectives. Thus, it is important that rationales
and justifications for the choice of training data and model
architectures are properly documented.

For this application we used the ISIC2019 dataset [48],
which consists of 25,331 dermatoscopic images from nine
diagnostic categories, e.g. melanoma and basal cell carci-
noma, vascular lesions. These images show variations in lesion
characteristics such as asymmetry, margin, color and diameter,
and present challenges such as class imbalance, unknown
test set classes, and different image resolutions and imaging
protocols.

For the AI component we used the small EfficientNetV2
(EfficientNetV2B0) architecture [49] as feature extraction
backbone and extended it by a fully connected network as
classification head. The model was initialized with the pre-
trained ImageNet weights and it was trained for 25 transfer-
learning and 10 fine-tuning epochs. Note that the objective in
this practical example is not necessarily to reach state-of-the-
art performance of the AI component in the task at hand, but
rather to assess the certification requirements of an AI model
likely to be deployed for production.

A. Transparency
As first objective in the certification scheme, all stakeholders
and the form of explanation each of them need about the AI
system have to be identified (T1). This dictates the selection
of suitable methods for assessing compliance. This application
may require the model’s predictions and decisions to be
explainable only to domain experts, i.e. physicians. As these
decisions directly affect patients, physicians cannot rely on
predictions of black-box models without proper insight into
the inference process (T2).

From this objective, the certification scheme identifies the
technical methods necessary to assess this requirement (cf.
Table I).

Since a DL model is used, which is not intrinsically explain-
able, post-hoc methods are required. Here, feature attribution
maps can be used to produce explanations. These methods
associate input features to how they perturb the prediction.
LIME [32] and SHAP [29] are well-established methods for
this purpose.

The effect of each pixel in the image on the output can
generally be explored by perturbing the pixels as above, or
by directly computing gradients of the prediction relative to
the pixels, e.g. with [28], [30]. In all cases the result is
an image; often called saliency, attribution, or gradient map
(commonly superimposed over the original input image). This
map indicates the regions of the image that supported the
model’s prediction, specifically for this use case, what visual
characteristics led to the classification of the skin lesion as
malignant or benign (T3).

In Figure 2, we show results of the SHAP (SHapley Additive
exPlanations) method applied on a sample of a malignant
melanoma. The explanation consists of a map with Shapely
values for each pixel: a number centered around 0, negative
values detrimental to, and positive values supportive of a spec-
ified target prediction. As such, SHAP is relatively intuitive
to interpret for any lay person. Concretely, SHAP thus assists
physician to discern what regions and properties such as shape
or coloration of the imaged skin lesion most impacted the AI
component’s decision, be it in favor or against malignancy.

Although a physician may be most interested in local
explanations during the operation of the AI component, an-
other requirement for transparency is a thorough, statistical
evaluation of the model behavior and documentation thereof.
The certification scheme offers multiple options for technical
methods to comply with this requirement.

If the model grants access to its internal structure, it is
possible to use class activation maximization (CAM) [50]
to retrieve a global explanation of the model behavior in
form of an activation map. CAM is based on the gradient
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Fig. 2: The left panel shows a sample of a malignant melanoma
and the corresponding Shapely value patch map on the right.
A malignant lesion typically has a more asymmetric shape, a
less defined border, and an irregular color profile. The Shapely
values seem to support these heuristics overall.

ascent technique which is used in CNN feature visualization
to maximize the response of a particular feature map. This
is useful for the developer or assessor of the AI component
to better understand the model’s internal decision-making
processes. In Figure 3, such activation maps are shown for two
model variants, one properly trained (a), the other exhibiting
unsatisfactory behavior (b). This highlights the practicability
of this method for debugging and model assessment during
the training or optimization phase of CNNs.

Alternatively, it could be sufficient to verify the expected
behavior of a model on a small subsample of the test set
which is representative of the whole data statistics. In such a
context, the subsample instances are called prototypes and can
in principle be extracted using various clustering algorithms,
although ideally, prototypes are accompanied with criticisms,
measuring how well a certain instance is represented by the
prototypes; algorithms like ProtoDash [25] are more suited
in this case. In combination with methods such as SHAP, the
global behavior of a model can then be estimated through their
evaluation on all prototypes and criticisms.

B. Reliability

In this example, there are numerous perturbations that pertain
to the ODD, which should be covered according to the
objectives defined in Table I (R2). We report two of them: one
arising from the camera hardware (Gaussian Noise, GN) and
another caused by environmental factors (Brightness Change,
BC). Table II lists the parameter intervals for each perturbation
that can be expected in real-world scenarios. These intervals
were used for perturbation simulations on the ISIC2019 test
set and all subsequent tests.

To illustrate the effect of the perturbations and their com-
bination, Figure 4 shows samples with increasing noise or
brightness from left to right.

For each type of perturbation, we applied various pertur-
bation levels represented by different parameter values (e.g.,
with a step size of 0.025 for GN) in order to cover a wide
range of potential scenarios within the ODD. Regarding BC,

(a) Accurate model (b) Bad model

Fig. 3: Panel (a) shows the CAM map for a malignant classi-
fication of a properly trained model, and (b) of an improperly
configured model. These maps explain the internal features of
the model with arbitrary input. For this specific use case, it is
evident that certain color channels in the central region of the
image have the most impact in a malignant classification.

TABLE II: Definition of perturbations relevant to the ODD
with specific parameter intervals for each perturbation type,
taking into account combined perturbations.

Description Perturbation type Parameter interval
White noise on camera GN N (µ = 0.0, σ) σ ∈ [0; 0.1]
Different illumination BC b ∈ [−0.3; 0.3]

Perturbations combined Both combined σ ∧ b

we randomized the BCs for each pixel within a five percent
deviation from the chosen level to create a more realistic
perturbation. In the CI tests, we conducted 1000 simulations
for each of these perturbation levels on every sample in the test
set, employing the specified noise and/or brightness parameter
value. Based on the simulated perturbation statistics, the mean
accuracy and the 2-sided 95% CI were computed. Table III
exemplifies the results for two different perturbation levels for
each perturbation type.

This CI serves as an indicator of the robustness of the AI
system. According to the objectives (R1), specific appropriate
performance metrics (and their goals) are to be defined. Thus,
the performance of the model can be evaluated by comparing
the performance goals (e.g., for accuracy in this example) with
the test results in Table III.

These tests also provide the basis for evaluating the uncer-
tainty of the AI system. They allow both a graphical evaluation
using the reliability diagram and a metric-based evaluation.
The reliability diagram is derived based on the unperturbed
test set, while the applied metrics are also evaluated based on
the different perturbation levels.

The reliability diagram (a) in Fig. 5 illustrates the model
calibration accuracy. The proximity of the results to the green
dotted line indicates good calibration, while being below it re-
flects overconfidence compared to actual accuracy. In addition,
the confidence diagram (b) gives further information about the
distribution of samples for different confidence levels within
the test set. Thereby, it becomes evident that the evaluated
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Fig. 4: For skin lesion detection, a dermatology camera is
typically used, where perturbations such as the GN (caused
by electronic circuits) or BC (caused by environmental factors)
occur. All relevant types of perturbations can arise at the same
time.
TABLE III: Results of the CI tests (simulated 1000 times
for each sample of the test set) summarized by their mean
accuracy and respective 2-sided 95% CI, along with the ECE
and multi-class Brier score for uncertainty evaluation.

Perturbation type Mean accuracy (95% CI) ECE Brier score
GN (σ = 0.05)* 0.713± 0.13 0.10 0.29
GN (σ = 0.1)** 0.697± 0.21 0.16 0.36
BC (b = 0.1)* 0.726± 0.07 0.09 0.31
BC (b = 0.2)** 0.711± 0.15 0.14 0.45
Both combined* 0.691± 0.29 0.18 0.48
Both combined** 0.675± 0.35 0.21 0.57

predictions of the AI system consist mostly of predictions with
a confidence level above 0.7.

Beyond the graphical evaluation, the uncertainty metrics
ECE and multi-class Brier score, introduced in Section V
are evaluated on the perturbed test set data for the different
perturbation levels used within the CI tests (cf. Table III),
as required in the last objective of the certification scheme
(R3). These results indicate that the CI system under test
has increasing model uncertainty (increasing ECE and Brier
scores) when processing perturbed data.

VII. CONCLUSIONS

Certifying the trustworthiness of AI systems is crucial to en-
sure their safety and for enabling compliance with regulatory
requirements. AI-related ethical guidelines and frameworks for
regulation provide high-level objectives for various dimensions
such as transparency, reliability, safety and others. However,
they often lack detailed information on the metrics, criteria,
processes, and methods that should be used to assess compli-
ance.

We present here our ongoing work on the development of
a certification scheme, specifically tailored to the proposed
requirements of the imminent EU AI regulation and based on
international standards and guidance documents. The certifica-
tion scheme extends previous work by explicitly bridging the

(a) Reliability diagram (b) Confidence diagram

Fig. 5: The reliability diagram (a) visualizes the model cal-
ibration capability, while the confidence diagram (b) depicts
the fraction of samples for the confidence levels.

high-level regulatory requirements to state-of-the-art technical
methods for reliably assessing AI trustworthiness.

This paper demonstrates the certification scheme using an
example case for a small set of objectives for transparency and
reliability. The entire certification scheme thoroughly covers
the full set of objectives and trustworthiness dimensions. In
the next stages of our research, we will extend the scheme
to four dimensions of trustworthiness and validate it on more
real-world use cases in the limited and high-risk categories.
Yet, several challenges are still ahead: as research in the topic
continues, emergent technical methods need to be tested for
applicability in real-world scenarios. We advice researchers
the use of datasets reflecting real-world conditions and inte-
gration of trustworthiness objectives in the validation of these
methods. Moreover, the scarcity of appropriate metrics in these
cases is concerning and has to be addressed.

As organizations will be required to comply with the coming
AI-related regulations, the certification scheme can support
developers, compliance officers, and certification bodies in
appropriately evaluating AI-based systems, taking informed
decisions, and enabling certification of innovative AI-based
products.
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